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Abstract

Preprocessing (data reduction or kernelization) to reduce instance size is one of the most
commonly deployed heuristics in the implementation practice to tackle computationally
hard problems. However, a systematic theoretical study of them remained elusive so far.
One of the reasons for this is that if an input to an INP-hard problem can be processed
in polynomial time to an equivalent one of smaller size in general, then the preprocessing
algorithm can be used to actually solve the problem in polynomial time proving P = NP,
which is expected to be unlikely. However the situation regarding systematic study changed
drastically with the advent of parameterized complexity. Parameterized complexity provides
a natural framework to analyse preprocessing algorithms. In a parameterized problem, every
instance x comes with a positive integer, or parameter, k. The problem is said to admit a
kernel if, in polynomial time, we can reduce the size of the instance = to a function in k,
while preserving the answer.

The central notion in parameterized complexity is fized parameter tractability (FPT),
which is the notion of solvability in f(k) - p(Jz|) time for any given instance (x, k), where
f is an arbitrary function of the parameter k and p is a polynomial in the input size |z|.
It is folklore that a parameterized problem II is fixed-parameter tractable if and only if
there exists a computable function g(k) such that II admits a kernel of size g(k). However,
the kernels obtained by this theoretical result are usually of exponential (or even worse)
sizes, while problem-specific data reductions often achieve quadratic- or even linear-size
kernels. So a natural question for any concrete FPT problem is whether it admits polynomial
time kernelization to a problem kernel that in the worst case is bounded by a polynomial
function of the parameter. Despite several attempts, there are fixed-parameter tractable
problems that have only exponential sized kernels. An explanation was provided in a paper
by Bodlaender et al. [BDFH09] where it was shown that unless coNP C N P/poly, there
are fixed-parameter tractable problems that cannot have a polynomial sized kernel. This
triggered further work on showing lower bounds of kernels, and this article surveys recent
developments in the area starting from the framework developed in the paper by Bodlaender
et al. [BDFHO09].

1 Introduction

In attacking computationally hard problems, generally N P-hard problems, it is common in
practice to attempt “reducing” the input instance using efficient preprocessing. This generally
involves obtaining, from the given instance, an equivalent one that is simpler. To make this
notion precise, well-defined measures of efficiency and simplicity need to be established. In this
survey, the conventional benchmark of polynomial time computability is used for the notion of



efficiency. As for simplicity, we restrict ourselves to considerations of size. The attempts de-
scribed will thus be concentrated on making the instance size as small as possible in polynomial
time.

Many input instances have the property that they consist of some parts that are relatively
easy to handle, and other parts that form the “really hard” core of the problem. The data
reduction paradigm aims to efficiently “cut away easy parts” of the given problem instance
and to produce a new and size-reduced instance where exhaustive search methods and other
cost-intensive algorithms can be applied.

A striking example of the extent to which data reduction is effective was given by Weihe [Wei98,
AFNO04], when dealing with the N P-complete Red/Blue Dominating Set problem appearing in
the context of the European rail road network. In a preprocessing phase, two simple data
reduction rules were applied again and again until no further application was possible. The
impressive result of this empirical study was that each of these real-world instances were broken
into very small pieces such that for each of these a simple brute-force approach was sufficient
to solve the hard problems quite efficiently.

For a long time, the mathematical analysis of polynomial time preprocessing algorithms was
neglected. The basic reason for this was that if we seek to start with an instance I of an
N P-hard problem and try to find an efficient polynomial time subroutine to replace I with an
equivalent instance I’ with |I’| < |I| then by repeated application of this subroutine, we can
actually solve the problem leading to the unlikely consequence of P = N P.

However the situation changed drastically with the advent of parameterized complexity. Pa-
rameterized complexity provides a natural framework to analyse preprocessing algorithms. In
a parameterized problem, every instance I comes with a positive integer k. The problem is
said to admit a kernel if, in polynomial time, we can reduce the size of the instance I to a
function in k, while preserving the answer. The central notion in parameterized complexity is
fized-parameter tractability (FPT), which means solvability in time f(k) - p(|z|) for any given
instance (z, k), where f is an arbitrary function of the parameter k and p is a polynomial in
the input size |z|. It is folklore[NieO6] that a parameterized problem IT is FPT if and only if
there exists a computable function g(k) such that IT admits a kernel of size g(k). However,
the kernels obtained by this theoretical result are usually of exponential (or even worse) sizes.
So a natural question for any concrete FPT problem is whether it admits polynomial time
kernelization to a problem kernel that in the worst case is bounded by a polynomial function
of the parameter. Problem-specific data reductions often achieve quadratic- or even linear-size
kernels[Nic06, GNO7, Tho09]. Prominent earlier known efficient kernels include a 2k vertex ker-
nel for VERTEX COVER [CKJ01], and 67k vertex kernel for Planar Dominating set [CFKXO07].
It was impressive and surprising that for these problems one can reduce the given input to an
equivalent one on O(k) vertices in polynomial time.

Despite several attempts, there are fixed-parameter tractable problems that have only expo-
nential sized kernels. Some earlier attempts to prove lower bounds on kernel sizes related the
kernel sizes to the approximation ratio of the problems [CFKXO07], see also [Nie06]. A break-
through was provided in a paper by Bodlaender et al. [BDFH09] where it was shown that under
reasonable complexity-theoretic assumptions, there are fixed-parameter tractable problems that
cannot have a polynomial sized kernel. This result led to a flurry of research in this area leading
to kernelization results for concrete parameterized problems and breakthrough results on kernel
lower bound techniques. The aim of this survey is to introduce the notion of what is usually
meant by efficient data reduction, and survey the literature that gives us insight into when not
to expect efficient data reductions, in the framework of parameterized complexity.



Organization: The survey is organized as follows. We first introduce our notations and
a few definitions from the field of parameterized complexity in Section 2. In Section 3, we
define notions of kernels, polynomial kernels and give an example of polynomial kernel through
VERTEX COVER.

In section 4 we explain the framework of Bodlaender et al. [BDFH09] that allows us to show when
a parameterized problem does not admit polynomial size kernels. In particular, the result rules
out the possibility of polynomial size kernels for problems that admit “composition algorithms”
under complexity theoretic assumptions.

There has been much work in recent times towards showing composition algorithms for many
specific problems. We survey some of them in Section 5, and observe that there seems to be a
striking similarity among these algorithms. In Section 6, we describe certain restricted fixed-
parameter transformations that give us hardness of polynomial kernelization without having to
design compositions.

In Section 7, we survey more recent developments including those relating to finer classification
of problems having polynomial size kernels and those that don’t.

2 Notations and Basic Definitions

2.1 Conventions

The set of natural numbers (that is, nonnegative integers) is denoted by N. For a natural
number n let [n] := {1,...,n}. By logn we mean [logn] if an integer is expected. We refer
the reader to [Die00] for details on standard graph theoretic notation and terminology we use
in the paper.

2.2 Parameterized Complexity

Fixed-parameter tractable algorithms are a class of exact algorithms where the exponential blow
up in the running time is restricted to a small parameter associated with the input. Formally
the notions of parameterized problem and fixed-parameter tractable algorithms are defined as
follows.

Definition 1. [FG06] Let ¥ be a fixed finite alphabet. A parameterized decision problem is a
pair (@, k), where Q C ¥* is a language, and x : ¥* — N is a function which is polynomial time
computable. The image of a string under & is called the parameter of the problem.

Definition 2. [FG06] A parameterized problem (Q, k) is fized-parameter tractable if there ex-
ists an algorithm that decides in f (rk(z)) - n®® time whether z € Q, where n := |z| and f is a
computable function that does not depend on n. The algorithm is called a fized-parameter algo-
rithm for the problem. The complexity class containing all fixed-parameter tractable problems
is called FPT.

There is also a hierarchy of intractable parameterized problem classes above FPT, the main
ones are:

FPT C M[1]C W[1]C M[2] CW[2]C---CW[P]C XP



The principal analogue of the classical intractability class NP is W[1]. This is because a funda-
mental problem complete for W1] is the k-STEP HALTING PROBLEM FOR NONDETERMINISTIC
TURING MACHINES (with unlimited nondeterminism and alphabet size) — this completeness
result provides an analogue of Cook’s Theorem in classical complexity. A convenient source of
W(1]-hardness reductions is provided by the result that k-CLIQUE is complete for W[1]. Other
highlights of the theory include that k-DOMINATING SET, by contrast, is complete for W[2].
XP is the class of all problems that are solvable in time O(n9)). For a detailed introduction to
the parameterized complexity approach, we point the reader to the books [Nie06, DF99, FGO06],
and the survey [HNWO0S].

3 Polynomial Kernels

Kernelization is preprocessing formalized. In this section, we define the notion of kernelization
on parameterized languages and give an example kernelization algorithm for VERTEX COVER
that results in a polynomial sized kernel.

Kernels and Parameterized Tractability. A kernelization algorithm for a parameterized
problem (Q, k) is a polynomial time procedure that converts an instance = into y, such that
ly| = f(k) and x € Q if and only if y € Q where f is some computable function. A kernelization
procedure gives us a reduced instance whose size can be upper bounded by a function of k£ alone,
and this is usually called the kernel of the problem.

Definition 3 ([FG06]). Let (Q, k) be a parameterized problem over {0, 1}*. A polynomial time
computable function K : {0,1}* — {0,1}* is a kernelization of (@, k) if there is a computable
function h : N — N such that for all x € {0,1}* we have (z € Q <= K(z) € @) and
|K(z)] < h(k(z)). If K is a kernelization of (@, k), then for every instance x of @) the image
K(z) is called the kernel of x under K.

Observe that a kernelization is a polynomial time many-one reduction of a problem to itself with
the additional property that the image is bounded in terms of the parameter of the argument.
In fact, fixed-parameter tractability and kernelization are identical notions. Although easy to
see, the theorem is at the heart of our understanding of both kernelization and parameterized
tractability. This theorem can be found in [FGO06], [DF99] and [Nie06].

Theorem 1. For every parameterized problem (Q, k), the following are equivalent:

(1) (Q,x) € FPT.
(2) Q is decidable, and (Q, k) has a kernelization.

Having realized that FPT is the class of kernelizable problems, we also now have another way
of getting deeper into this class using, for example, of the quality of kernels as a basis for
classification.

A kernelization procedure is usually described as a collection of reduction rules, which are
designed to transform the instances preserving equivalence. Each of these rules is applied to
the instance recursively. Each application causes the instance to shrink in some way, and one
hopes to be able to prove that if the rules have been applied until they are not applicable any
more, then the resulting instance must be a kernel.



Naturally, we would like the kernel produced by the kernelization algorithm to be as “small”
as possible. This motivates the notion of polynomial kernels, which we see next, and we also
describe some rules to reduce instances of the VERTEX COVER problem.

Polynomial Kernels. A polynomial kernel is a kernel whose size is a polynomial in the
original parameter.

Definition 4. Let (Q, k) be a parameterized problem over {0,1}*. A polynomial time com-
putable function K : {0,1}* — {0,1}* is a polynomial kernelization of (Q, ) if there is a
polynomial A : N — N such that for all x € {0,1}* we have (x € Q < K(x) € Q) and
|K(x)] < h(k(z)). If h is a linear function then we say that (@, k) admits a linear kernel.

A Kernel for Vertex Cover For an example we give an informal description of a simple
polynomial kernel (due to S. Buss, see [BG93]) for the vertex cover problem:

VERTEX COVER
Input: A graph G = (V, E) and a positive integer k < |[V].
Question: Does GG have a vertex cover of size k or less?

We describe some valid reduction rules for the Vertex Cover problem:

Rule 1: An isolated vertex u, a vertex of degree 0, cannot be in a vertex cover of optimal size.
Since there are no edges associated with such a vertex, there is no benefit of including it in any
vertex cover, so we may delete all the isolated vertices from a graph.

Rule 2: If u is a pendant vertex, a vertex of degree 1, there is a vertex cover of optimal size
that does not contain the pendant vertex but does contain its unique neighbor v. Thus, we may
delete both u and v and the edges incident on v, and decrease the parameter by 1.

Rule 3: Suppose the degree of a vertex u is more than k. Observe that u is forced to be a
part of any vertex cover of size at most k. Any k-sized vertex cover cannot afford to exclude u,
because if u does not belong to the vertex cover, then to cover the edges incident on u, all its
neighbors must belong to the vertex cover, but this would imply a vertex cover of size strictly
more than k. Thus, we may delete any vertex u such that d(u) > k, and for every such u, we
decrease the parameter by 1.

Rule 4: Note that in any vertex cover in the resulting graph, each vertex may cover at most k
edges since Rule 3 has been applied on all vertices of the graph. Thus, if the number of edges in
the graph is in excess of k2, we may safely rule out the possibility that the graph admits a vertex
cover of size at most k. Therefore if the graph has more than k? edges after the application of
Rule 3 then we terminate and say NO.

We repeat each of these rules in the sequence until they are no longer applicable. When we
stop we are left with a graph where the degree of every vertex in the graph is at most k& and
the number of edges is at most k2. We refer to such a graph as a reduced instance.

The number of edges on any reduced graph that is a yes-instance is at most k2, because of Rule
4. Thus, we have a kernel as a bound on the number of edges, and this also implies that the
number of vertices is bounded — it is useful, in this context, to know that there are no isolated
vertices.



Remark: Notice that if the problem is to find a vertex cover whose vertices induce a connected
graph, then the reduction rules described above don’t apply. In particular, vertices with degree
more than k cannot be deleted from the graph as we need to “remember” what vertices need
to be connected. It is still true that we may have at most k vertices of degree more than &k in
any YES instance of the problem. Further, the graph induced on vertices of degree at most k
will have at most k? edges in an YES instance. However, notice that the set L of vertices with
degree at most k is no longer bounded by a function of k, as there could be a large number of
vertices that are isolated in the graph induced on L, but may be adjacent to vertices of degree
more than k, which we are unable to delete.

We shall see in section 6.4.2 that for the problem of finding a connected vertex cover, it is not
just that these specific rules do not apply, but that it is infeasible, under certain complexity-
theoretic assumptions, to devise any set of rules that leave us with a kernel of polynomial size
— even though the problem appears to be a simple variant of vertex cover, which admits a
simple quadratic kernel.

There are many examples of kernels that are obtained using clever reduction rules, the vertex
cover problem alone is known to admit a handful of different kinds of kernelizations. For
example, it has a linear vertex-kernel via either the use of linear programming in which case the
problem kernel has 2k vertices, or the so-called crown reduction rules using which the kernel
has at most 3k vertices. Details for both may be found in the book, [Nie06]. For work on a
more general variant of VERTEX COVER, see [CCO08]. The FEEDBACK VERTEX SET problem
for which we are required to check if there exist k vertices whose removal makes the graph
acyclic, for instance, has a quadratic kernel [Tho09]. For the problem of editing at most k
edges, that is, adding non-existent edges and deleting given edges such that the resultant graph
is a disjoint union of cliques — called CLUSTER EDITING, a quadratic kernel is known. For an
example of work on CLUSTER EDITING, see [GGHNO3]. Many of these problems are known to
have numerous applications. Refer to[GNO7] for a survey on problems having polynomial sized
kernels.

4 No Polynomial Kernels

We are now ready to examine the circumstances under which we do not expect a polynomial
kernel for parameterized problem. We spend this section describing a characterization of prob-
lems that do not have polynomial-sized kernels' using a certain property. This turns out to
be useful — showing that a problem is unlikely to admit a polynomial kernel boils down to
demonstrating this property for the problem. The results in this section are based on seminal
works by Bodlaender et al [BDFH09] and Fortnow and Santhanam [FS08].

4.1 Distillation Algorithms

Fortnow and Santhanam [FS08] first showed the infeasibility of compressing what they called
OR-SAT. Let ¢;,1 < i < t, be instances of SAT, which is the standard language of propositional
boolean formulas. OR-SAT is the following language:

Under reasonable complexity theoretic assumptions, specifically under the assumption that coNP C
N P/poly.



OR-SAT = {< ¢;,1™ > |1 < i <t at least one of the ¢; is satisfiable, and each ¢; is of length
at most n, i.e., uses at most n variables.}

Any compression routine for OR-SAT can be thought of as an algorithm that accepts multiple
instances of SAT and returns a small formula equivalent to the “or” of the input formulas. This
motivates our first definition (see [BDFH09, FS08]).

A distillation algorithm for a given problem is designed to act as a “Boolean OR of problem-
instances” — it receives as input a sequence of instances, and produces a yes-instance if and only
if at least one of the instances in the sequences is also a yes-instance. Although the algorithm
is allowed to run in time polynomial in the total length of the sequence, its output is required
to be an instance whose size is polynomially bounded by the size of the maximum-size instance
in its input sequence. Formally, we have the following:

Definition 5. Let Q,Q" C {0,1}* be classical problems. A distillation from @ in Q' is a
polynomial time algorithm D that receives as inputs finite sequences T = (z1,...,x;) with
x; € {0,1}* for i € [t] and outputs a string D(Z) € {0,1}* such that

L. |D(@)| = (maziep|z:)°M

2. D(7) € Q' if and only if for some i € [t] : x; € Q.

If Q' = QQ we speak of a self-distillation. We say that @) has a distillation if there is a distillation
from @Q in Q' for some @Q'. One of the most important theorems on which this entire lower
bound theory was built is the following.

Theorem 2 ([FS08)). If any N P-complete problem has a distillation algorithm then coNP C
NP/poly.

Let Q be an NP-complete problem with a distillation algorithm A, and let @ denote the
complement of (). The authors show that using A, one can design a non-deterministic Turing
machine (NDTM) that, with the help of a polynomial advice, can decide @ in polynomial-time.
This will show that coNP C NP/poly prove the statement of the theorem. Note that when
combined with Yap’s theorem [Yap83] (coNP C NP/poly = PH C X%), this will also imply
that a distillation algorithm for a N P-complete problem implies PH C X%. (For a detailed
proof, see [F'S08]).

4.2 Ruling Out Polynomial Kernels

We turn our attention to distillation-type algorithms for parameterized problems. These al-
gorithms are similar to their classical counterparts in spirit, except that they must specify
additional constraints on the size of the parameter of the output instance. Different choices at
this stage lead to different definitions and implications. For instance, consider algorithms that
require all the parameters in the sequence to be the same, and have the parameter of the output
polynomially-bounded in &, and have no requirement on the length of the output instance. Such
an algorithm is called a composition.

Of interest is the fact that the existence of a composition algorithm for a parameterized problem
along with a polynomial kernel implies a distillation algorithm for the corresponding classical
problem. The formal definition of a composition algorithm is the following:



Definition 6. [BDFHO09] Let (P, k) be a parameterized problem. A composition of P is a
polynomial time algorithm A that receives as inputs finite sequences T = (z1,...,x;) with
x; € {0,1}* for ¢ € [t], such that x(z1) = k(z2) = -+ = k(x¢). Let k := k(z1). The algorithm
is required to output a string A(Z) € {0, 1}* such that

1. k(A(T)) = KOD

2. A(z) € P if and only if for some i € [t] : z; € P.
It turns out that if the parameterized version of a N P-complete problem admits both a com-
position and a polynomial kernel, then it also has a distillation. This will imply that if a

parameterized problem has a composition algorithm, then it has no polynomial kernel unless
coNP C NP/poly, due to Theorem 2.

Theorem 3 ([BDFHO09]). Let (P, k) be a compositional parameterized problem such that P is
N P-complete. If P has a polynomial kernel, then P also has a distillation algorithm.

5 Examples of Compositions

In this section we prove the conditional hardness of obtaining polynomial kernels for a variety of
problems, and suggest a standardized framework in which these algorithms may be understood.

Algorithms that compose multiple instances of a problem into one (respecting a number of
properties) have been developed for various problems ([BDFH09],[CFMO09], [DLS09]).

5.1 Composition by Disjoint Union

We begin with a warm-up example; consider the following problem:

k-PATH
Instance: A graph G and a non-negative integer k.

Parameter: k.
Question: Does G have a path of length k7

This problem is shown to be in FPT with running time 2°%)n%() via the technique of color
coding. The algorithm randomly “colors” the vertex set with k colors, that is, it picks uniformly
at random a function ¢ : V' — [k] and hopes that the vertices of the k-path we are after are
colored distinctly. That is, the function restricted to at least one witness k-length path is
injective. It then uses dynamic programming to actually identify the colorful path from the
colored graph. The algorithm is de-randomized using a family of hash functions, and the reader
is referred to [AYZ95] for more details.

We present here a composition for k-PATH. Suppose the input instances are:
(G1,k),..., (G, k)

A composition algorithm is trivial, it simply provides the disjoint union G’ of all the graphs
as the output. Notice that this consumes linear time, and leaves the parameter unchanged.



Clearly, G’ has a path of length at most k if, and only if, there exists ¢, 1 < ¢ < ¢, such that G;
has a path of length at most k.

Informally speaking, the disjoint union strategy works whenever we look for connected structures
that are required to satisfy properties that are functions of the vertices participating in the
structure (and are independent of rest of the graph). Typically, the fact that the property
is “local” helps the forward direction and the connectivity aids the reverse direction of the
argument. Examples include k-CvYCLE, k-TREE or k-OuT TREE in a directed graph. Thus
these problems, though FPT, do not admit polynomial kernels unless coNP C N P/poly.

However, most composition algorithms are more complicated than this, though they seem to
follow some general strategies. We begin by describing some of the strategies that have been
designed and end with one, which we feel, is general enough to capture most of these.

5.2 Composition Using IDs

In general, a compositional algorithm A for a parameterized language (Q, k) is required to
“merge” instances x1,x2,...,T:, into a single instance z in polynomial time (more precisely,
if n; := |z;], and n = > n;, then the algorithm’s runtime is a polynomial in n). The output
of the algorithm belongs to (@, x(x)) if and only if there exists at least one i € [t] for which
x; € (@, k). Further, the length of the output of a composition algorithm is unrestrained, short
of having to be n®1) which follows from the constraint of the algorithm to spend only n®®
time.

A compositional algorithm is also equipped with the promise that x(z;) = k, for all i € [t].
Recall that we require the parameter of the output to be a polynomial in the parameter of the
inputs.

We now describe some general observations that can be applied to specific problems during the
design of such algorithms. We will use A to refer to a composition algorithm.

The first observation is inspired by the fact that the time available to A for working things out
is more when the number of instances fed to it is larger. We also know that a given instance
can be solved completely in FPT time, so we attempt to exploit this. Suppose the membership
query “z € (Q,k)?” can be solved in time

T, = 2°()° . |z|O0),
Notice that the time bound for A is
Ta = no(l) o (nl + -+ nt)o(l).

Let k denote the largest parameter in the input. Observe that if ¢ > 2¥°, then we can afford to
invest time Ty for each of the instances. Indeed, the total running time 7" satisfies:

c, O O
T§2k (n1(1)++nt(1))

<t-(ng+---+n)°W
< tn9W),

which is an admissible running time for the composition algorithm. Let us take advantage of this:
whenever the number of instances is larger than 2%, and a FPT algorithm using time 2%° . n@®)



is known, we iterate through the instances, solving each one completely. If we encounter a
YES-instance on the way, we stop and return that instance as the output, otherwise, (all the
instances are NO-instances) we choose to return any one of them. It is easy to verify that this
is a composition.

The objective of the exercise is to ensure that we may always be working, without loss of
generality, with a bounded number of instances in the input to the compositional algorithm.
The longer the time taken by the FPT algorithm used in the argument above, the weaker the
bound. Our interests will be restricted to bounds of the form 2’“0(1), because of reasons that
will become clear below. In particular, all the problems we discuss in this section admit such
FPT algorithms.

At this point, we recall that the parameter of the output is required to be a polynomial in the
parameter of the input instances (or the maximum of the parameters in the input instances, in
case they are different). This requirement can now be rephrased in a manner that will be useful
to us. Note that

t <2 = k¢ > logt,

allowing us to say that k(z), the magnitude of the parameter of the output, is allowed to be
(log t)°M),

It turns out that this is a good way of putting it, because the “log(¢)” allowance for new
parameter generally is just enough to encode information about the individual instances in the
composed instance. Usually, it turns out that log(¢) objects that contribute to the parameter
can make their presence felt in 2°8(*) different ways in the composed instance, and since this
is exactly equal to the number of input instances, we find them useful in finding traces of the
original instances in the composed instance. This emerges as a concrete strategy when we work
out specific examples.

We illustrate the use of this intuition with the example of the problem of finding a minimum
weight satisfying assignment for a boolean formula. Given a boolean formula F' in CNF format
with at most ¢ variables in each clause, consider the problem of finding a satisfying assignment to
the formula with the minimum weight (number of variables set to 1). A natural parameterized
version asks whether there is a satisfying assignment with weight at most k£ for a given integer
parameter k. This problem is a generalization of c-hitting set (which is basically the VERTEX
COVER problem when ¢ = 2) and has a simple O(cF|F|°")) branching algorithm [Nie06]. For
c = 2, it has a 2k variables kernel as in the case of vertex cover, and it is known that there
is no polynomial sized kernel when ¢ > 3 unless coNP C NP/poly (see [KW]). Here, we give
a simple composition for the problem when parameterized by k& + ¢ where ¢ is the maximum
length of a clause. This is based on a composition described in [CFMO09].

Let Fi, Fs,...F; be the t instances of the problem with ¢ being the maximum length of the
formula in each of the instances and k is the (upper bound for the) weight of the assignment
sought for. As described in the previous section, we can first assume that ¢t = ¢* as there is
a O*(c*) algorithm for the problem. We assume (by renaming if necessary) that the variables
occurring in F; and Fj are disjoint if ¢ # j. The composed instance will involve 2b new variables
disjoint from the ones that already occur in any of the formulae. Denote these new variables
by y1, Y2, - .- Yp, 21, 22, - - - 25, Where b = k[lgc].

We now wish to associate with each instance, a unique identifier devised using the new vari-
ables. This is achieved by using the variables as a representation of the binary encoding (which
consumes b bits) of the index of the instance (which ranges from 1 to ¢). More precisely, let
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dids . ..d. be the binary representation of d, 1 < d < ¢. Then, consider the clause Cy formed
by the disjunction of the following literals:

{yi | di=1}U{y; | dj =0}

Notice that for distinct d, the corresponding clauses Cy are distinct. Now, consider the formula
F), obtained by replacing every clause C' in F; by C' V Cq (that is, the set of disjuncts present
in C'is expanded to include the disjuncts in Cy. The composed formula F' is the conjunction of
F), for all 1 < d < t, with the following additional clauses:

/\3:1(.%' V zi) (i V Zi).

In the composed formula F', the maximum length of the clause has increased by b = k[lgc].
The additional set of clauses introduced above ensures that in any satisfying assignment of F',
the weight of the y and z variables is exactly b.

Now we claim that F' has a satisfying assignment of weight at most k 4 b if and only if some
F; has a satisfying assignment of weight at most k. Suppose F}; has a satisfying assignment
of weight at most k. Set the y variables in such a way that the disjunction of y variables
corresponding to the index j evaluate to 0. This ensures that every Fj for [ # j is satisfied
by the y variables, and F j’ is satisfied by the original (weight at most k) satisfying assignment
of I}, resulting in a satisfying assignment of weight at most k + b for F'. Conversely if F' has
a satisfying assignment of weight at most k + b, as discussed the y and z variables consume a
weight of k. Let y, be the bit string obtained by concatenation of the compliments of the y
variables in the satisfying assignment, and let j be the integer represented by the binary coding
yr. Then it is easy to see that F}; has a satisfying assignment of weight at most k.

5.3 Composition with Colors and IDs

We introduced, in the previous section, the notion of attaching identifiers to the problem in-
stances to achieve composition. In some situations, this alone is not enough to engineer the en-
tire composition algorithm. A finer distinction within each problem was introduced in [DLS09],
where a colored version of the problem was considered. For subset problems on graphs, where
one is looking for a subset of size at most k with certain properties, the colored version is gen-
erally the following: the input graph is equipped with a coloring function from the vertex set to
a set of k colors, and the solution is required to be such that the coloring function is bijective
when restricted to the solution. I.e. we would like the elements of the solution subset to have
distinct colors. The colors turn out to be an useful aid in composition. Also, this usually leads
to a hardness result for the original problem as well, using the mechanism of reductions, covered
in section 6. We illustrate this situation using the example of the RED-BLUE DOMINATING SET
problem, which is the following;:

RED-BLUE DOMINATING SET (RBDS)
Instance: A bipartite graph G = (T'U N, E) and a non—negative integer k
Parameter: k+|T)|.
Question: Does there exist a vertex set N’ C NN of size at most k
such that every vertex in T has at least one neighbor in N'?
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An instance of RBDS comprises of a bipartite graph G = (T'"U N, E) and an integer k. We ask
whether there exists a vertex set N/ C N of size at most k such that every vertex in T has at
least one neighbor in N’. The problem is parameterized by k + |T.

In the literature, RBDS is usually known under the name “RED-BLUE DOMINATING SET” and
the sets T' and N are called “blue vertices” and “red vertices”, respectively. Here, we call the
vertices “terminals” and “nonterminals” in order to avoid confusion with the colored version of
the problem that we are going to introduce. RBDS is equivalent to SET COVER and HITTING
SET and is, therefore, N P-complete [GJ90]. Our interest is in showing the hardness of poly-
nomial kernelization for this problem — however, we do not know of a composition for it so
far. We will eventually provide a way reducing to this problem from a closely related variant.
The reduction is again deferred to the next section, we presently describe the variant which is
shown to be compositional in [DLS09].

Consider the colored version of RBDS, denoted by COLORED RED-BLUE DOMINATING SET
(CoL-RBDS):

COLORED RED-BLUE DOMINATING SET (CoL-RBDS)
Instance: A bipartite graph G = (T'U N, E) and a non—negative integer k
and a function col: N — {1,...,k}.
Parameter: k+ |T)|.
Question: Does there exist a vertex set N’ C N of size at most k
such that every vertex in T has at least one neighbor in N’
and N’ has exactly one vertex of each color?

Here, the vertices of N are colored with colors chosen from {1, ..., k}, that is, we are additionally
given a function col: N — {1,...,k}, and N’ is required to contain exactly one vertex of each
color. The parameter is again k + |T|.

The first step in showing composition for CoL-RBDS is to assume that the number of problem
instances of CoL-RBDS in the input, a tuple of instances of CoL-RBDS, to the composition
algorithm is small using the trick described in Section 5.2. After this the composition for COL-
RBDS described in [DLS09] assigns unique identification gadget to each of these instances. This
allows them to identify the yes instance when showing that if the output of the composition
algorithm is an yes instance then there exists an instance among the input tuple that is an yes
instance. For a detailed description, and other examples of this strategy we refer to [DLS09].

5.4 Composition as Dynamic Programming

We described compositional algorithms for various problems. It turns out that most of these
algorithms can be framed in a dynamic programming setting. We will denote the “update” of
the dynamic programming by p : {0,1}* x {0,1}* — {0,1}*, which accepts two instances and
returns one. We use p in a systematic way over the inputs (z7 ...x¢). It will generally be useful
to have in mind the picture of a complete binary tree on ¢ leaves.

The “table” of the dynamic programming is most simply described as a tree. We visualize
the input instances as plugged in at the leaves of a complete binary tree with ¢ vertices. For
convenience, we generally assume t = 2! (I < k¢). This makes the tree I levels deep. (Such
an assumption can usually be easily justified.) We inductively compute the contents of a given
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A Composition Tree

/a\/ /b\
361,562 963,334 xt 3, Tt— 2 Hft 1,96t

S

= Tt—2 Tt—1 Tt

Figure 1: General Framework For Composition

node as being p(a,b), where a and b are the instances obtained at the children of this node.
The output of the composed algorithm is what is obtained at the root of this tree (as shown in
the Figure 1).

In the case of the k-path problem, we can think of the ‘update’ function as just performing a
disjoint union of the two instances it receives. Those strategies that assign a unique identifier
to each instance can also be visualized in this setting by suitably ‘distributing’ the identifiers
to the ‘update’ function, so that the id of an instance can be recovered by looking at the path
between the root and the leaf corresponding to the instance.

We explain this framework in detail by describing the composition for the Disjoint Factors
problem [BTY09].

Let [k] be the set consisting of the letters {1,2,...,k}. We denote by [k]* the set of words on
[k]. A factor of a word wy ---w, € [k]* is a substring w; - - - w; € [k]*, with 1 < ¢ < j <, which
starts and ends with the same letter, i.e., the factor has length at least two and w; = w;. A
word w has the disjoint factor property if one can find disjoint factors Fi, ..., F in w such that
the factor F; starts and ends by the letter 7.

For example, the word 123235443513 has all the r-factors, r € [5] — but not as many disjoint
factors. It has disjoint 2, 3, and 4 factors, but, for instance, the only 5-factor overlaps with with
the 4-factor, and the only 1-factor overlaps with all other factors. Of course, other combinations
of disjoint factors are attainable from this word, but it clearly does not have the disjoint factor
property. The problem of testing whether a given string has the Disjoint Factors property is
known to be N P-complete [BTY09].

Observe that the difficulty lies in the fact that the factors Fj, if they occur, need not appear in
increasing order, otherwise one can detect them in O(n) time, where n is the length of w.

We now introduce the parameterized problem Disjoint Factors.
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Leaf Nodes

bow1bg bowaby e bowt—1bo bowtbo

Figure 2: Composition for Disjoint Factors: Leaves

DISJOINT FACTORS
Instance: A word w € Lj.

Parameter: k> 1.
Question: Does w have the Disjoint Factors property?

It is immediate that P-D1SJOINT FACTORS is FPT. Since the problem can be solved in time that
is linear in the length of the word given the ordering of the factors, we simply iterate over all
possible orderings of factors — this gives us an algorithm with runtime k! - n. This complexity
can be improved to 2 - p(n) using Dynamic Programming, see [BTY09).

Let wy,wy,...,w; be words in [k]*. Towards the composition algorithm A, we may begin by

assuming that the number of instances is bounded by 2¥, since when we have more, we may
use the FPT algorithm to solve each instance separately. As a matter of convention, we output
the first w for which A succeeds in finding k& disjoint factors, and in the event that none of the
words have k disjoint factors, A returns w;. Clearly, A is a composition.

When t < 2F, we make the reasonable assumption that ¢t = 2! for some I. Notice that | < k,
and therefore, we observe that we may use at most [¢ new letters in the composed instance, for
some constant d. It turns out that we will need exactly [ new letters, by,...,b;. We begin by
plugging in the words at the leaves along with by appended to either end:

p(To (7)) = bow;bo.

Let A(za,by), where a,b are letters, and z,y are words, denote the word zaby when a # b and
the word zay when a = b. Then we have, at the j* level; 1 < j < [:

p(T5(0)) = by Mp(Tj1(2i — 1)), p(Tj-1(20))) by
At the root, we perform a simple concatenation:
Ti(1) = A(Ty—1(1), T;—1(2)) = w

Evidently, if T;(1)) has the disjoint factors property, then we are forced to pull out the 1,2,...,k
disjoint factors from exactly one of the original words.
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bjbj_lu Ubj_lbj

bj_1ubj_1 bj_1vbj_1

Figure 3: Disjoint Factors: p

bab1bgpboqbob1borbysbybibabibgwboxbobiboybozbobibsy
bab1bopboqbobi borbosboby ba bab1bowboxbobyboybozboby bo
b1bopboqbob1 b1bgrbosbyby b1 bowbgxbyby b1bopybyzbyby
bopbo boqbo borbo bosbo bowbg boxbg boybo bozbo

An example with

{p7Q)T7 S, w,x,Y, Z}

as input words. Notice how a solution in the root can be traced to some unique solution in
the leaves and conversely! (Warning: beware of confusing this w with the w we have been
using to denote the composed instance — they are different.)

Figure 4: Disjoint Factors Composition: An Example
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We argue this in the forward direction first: suppose one of the w;’s has the disjoint factors
property. We want to show that the composed instance also has the disjoint factors property
(over the extended alphabet [k] U {bo,...b;_1}, observe that:

The 1,2, ...,k disjoint factors may be obtained from w;.

Note that w; is a substring of one of the b;_1 factors. For b;_1, therefore, we choose that b;_;
factor that does not overlap with w;.

Further, there are exactly three b;_o factors that do not overlap with w;, and two of these
overlap with the chosen b;_; factor, so there is one b;_5 factor that does not overlap with any
of the factors chosen thus far, and we use this as the b;_s factor.

This process can be continued until all the b; factors are obtained, indeed, we will always have
one for every 0 < ¢ <[ — 1 by construction.

On the other hand, if the composed instance has the disjoint factors property, then we would
like to derive that all the 1,2,..., k factors are substrings of w; for some 4. It is easy to observe
that if we delete all the b; factors from the word w, then the remaining word contains exactly
one of the w;’s as a substring. For example, notice that the b;_; factor overlaps with half of the
w;’s, and the b;_o factor overlaps with half of the remaining w;’s, and so on. Thus, once the
b; factors have been accounted for, only one possible source remains for the 1,2,...k factors
— necessarily one of the w;’s. But then w; must exhibit (by definition) the disjoint factors
property over the restricted alphabet [k], and hence we are done.

Note that the parameter of the composed instance is k + I, where [ < k. Thus the size of the
alphabet of the composed instance is at most twice the size of the original alphabet. It is easy to
see that the algorithm runs in polynomial time, as the operations at every node would consume
only constant time.

5.5 Summary

In this section, we have shown composition algorithms for a number of problems. By theorem
2 and 3, we now have the following:

Theorem 4. The following problems admit composition algorithms, and hence do not admit
polynomial kernels unless coNP C NP/poly: k-PATH, MinweightSAT (parameterized by the
weight and the maximum length of a clause), DISJOINT FACTORS, COL-RBDS.

6 Transformations

In this section, we introduce the notion of transformations, which will allow us to prove results
for problems that do not obviously have compositions.

6.1 Philosophy and Definition

We begin by describing what we mean by a polynomial parameter transformation [BTY09,
DLS09].
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Definition 7 (Polynomial parameter transformation). Let (P, k) and (Q,~) be parameterized
problems. We say that P is polynomial parameter reducible to ), written P <, @, if there
exists a polynomial time computable function f : {0,1}* — {0,1}*, and a polynomial p : N —
N, and for all x € {0,1}* and k € N if f(x) =y, then the following hold:

1. x € P, if and only if y € Q, and

2. v(y) < p(x(x))
We call f a polynomial parameter transformation from P to Q.

Notice the differences with the notion of fixed-parameter reductions introduced by Downey and
Fellows (see [DF95b, DF95¢c, DF95a]). In general fixed-parameter reductions, one is allowed
f(E)p(|x|) time for an input instance (x, k) where f is an arbitrary function and p is a polynomial
function, and the resulting parameter is allowed to be an arbitrary function of the original
parameter. Here the running time allowed is only a polynomial in |z| and k and the resulting
parameter value is only a polynomial function of the original parameter.

Polynomial parameter transformations are used to show non-existence of polynomial sized ker-
nels using the following theorem.

Theorem 5 ([BTY09]). Let (A, k) and (B,~y) be parameterized problems such that A is N P-
complete, and B € NP. Suppose that there is a polynomial parameter transformation from A
to B. Then, if B has a polynomial kernel, then A has a polynomial kernel.

As an easy corollary of Theorem 5, note that whenever (A, k) and (B,) are parameterized
problems (such that A is N P-complete, and B € NP) and A <, B, if A is compositional, then
B does not have a polynomial kernel unless coNP C N P/poly. A natural strategy to prove that
a problem A is unlikely to admit a polynomial kernel, is to reduce some N P-complete problem
B, for which we have a composition, to A using a polynomial parameter transformation.

6.2 (Vertex) Disjoint Cycles

Consider the following two parameterized problems.

VERTEX DISJOINT CYCLES
Instance: Undirected graph G = (V, E) and a non-negative integer k.

Parameter: k.
Question: Does G contain at least k vertex-disjoint cycles?

EDGE DisjoiNT CYCLES
Instance: Undirected graph G = (V, E) and a non-negative integer k.

Parameter: k.
Question: Does G contain at least k edge-disjoint cycles?

The problem of VERTEX DISJOINT CYCLES is strongly related to the Feedback Vertex Set
(FVS) problem, wherein the question is whether there exist k vertices whose deletion makes
the graph acyclic (usually studied with k as the parameter). Clearly, if a graph has more than
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Figure 5: Disjoint Factors <, Disjoint Cycles

k vertex disjoint cycles, then it cannot have a F'VS of size k or less, as any FVS has to pick at
least one vertex from every cycle. If there are at most k vertex disjoint cycles, the implications
are less immediate, but an upper bound of O(klog k) on the size of the optimal FVS is known,
due to a result by Erdds and Pésa [EPG5]. For the FVS problem, there is a kernel of size
O(k?) (JTho09]) by Thomassé, who improved upon a kernel of size O(k®) ([Bod07]). The EDGE
Di1sjoINT CYCLES problem has a polynomial kernel (see [BTY09] ).

In contrast, it is shown in [BTY09] that the VERTEX DISJOINT CYCLES problem does not admit
a polynomial kernel through a polynomial parameter transformation from DISJOINT FACTORS.
From now on, when we say disjoint cycles we mean vertexr disjoint cycles.

Recall that the DISJOINT FACTORS problem was the following:

DisjoINT FACTORS
Instance: A word w € Lj.

Parameter: k> 1.
Question: Does w have the Disjoint Factors property?

Given an input (W, k) of DisJOINT FACTORS, with W = wy - - - wy,, a word in {0, 1}*, we build
a graph G = (V, E) as follows. First, we take n vertices vi,...,v,, and edges {v;,vi+1} for
1 <i < n, i.e., these vertices form a path of length n. Let P denote this subgraph of G. Then,
for each i € Ly, we add a vertex x;, and make x; incident to each vertex v; with w; =1, i.e., to
each vertex representing the letter i. See Figure 5 for an illustration.

We next claim that G has k disjoint cycles if and only if (W, k) has the requested k disjoint
factors. Suppose G has k disjoint cycles c¢1,...,cp. As P is a path, each of these cycles must
contain at least one vertex not on P, i.e., of the form z;, and hence each of these cycles contains
exactly one vertex x; (as the cycles are vertex disjoint, and there are k vertices available outside
P). For 1 < j <k, the cycle ¢; thus consists of z; and a subpath of P. This subpath must
start and end with a vertex incident to x;. These both represent letters in W equal to j. Let
F}; be the factor of W corresponding to the vertices on P in ¢;. Now, Fi,..., F), are disjoint
factors, each of length at least two (as the cycles have length at least three), and Fj starts and
ends with j, for all j, 1 < j < k.
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Conversely, if we have disjoint factors Fi, ..., Fy with the properties as in the Disjoint Factors
problem, we build k£ vertex disjoint cycles as follows: for each j,1 < j < k, take the cycle
consisting of x; and the vertices corresponding to factor F;. Thus we have shown:

Theorem 6 ([BTY09]). DisJOINT FACTORS does not admit a polynomial kernel unless coN P C
NP/poly.

6.3 Red-Blue Dominating Set

Recall that in the previous section, we showed a composition for the colored variant of RBDS.
Our real interest, however, is in showing the hardness of obtaining polynomial kernels for RBDS.
We complete that argument here, by reducing RBDS from CoL-RBDS.

Recall that in RBDS we are given a bipartite graph G = (TTUN, F) and an integer k and asked
whether there exists a vertex set N’ C N of size at most k such that every vertex in T has at
least one neighbor in N’. We also called the vertices “terminals” and “nonterminals” in order
to avoid confusion with the colored version of the problem (CoL-RBDS).

In the colored version that we showed was compositional, the vertices of N are colored with
colors chosen from {1,...,k}, that is, we are additionally given a function col: N — {1,...,k},
and N’ is required to contain exactly one vertex of each color.

Theorem 7 ([DLS09]). (1) The unparameterized version of COL-RBDS is NP-complete.
(2) There is a polynomial parameter transformation from CoL-RBDS to RBDS.
(3) CoL-RBDS s solvable in 2ITHF . |7 U N|OO) time.

Proof. (1) It is easy to see that CoL-RBDS is in NP. To prove its NP-hardness, we reduce
the NP-complete problem RBDS to CoL-RBDS: Given an instance (G = (T U N, E), k) of
RBDS, we construct an instance (G = (T'U N', E'), k, col) of CoL-RBDS where the vertex
set N’ consists of k copies v!,...,v* of every vertex v € V, one copy of each color. That is,
N' = Useq,.. k3 {v" | v € N}, and the color of every vertex v* € Ny is col(v?) = a. The edge
set E' is given by
E= |J {{uv}lueThraef{l,. .. .k} A{uv}€E}.
ac{l,....k}

The correctness of this construction is immediate.

(2) Given an instance (G = (T'"U N, E), k, col) of CoL-RBDS, we construct an instance (G’ =
(T'UN, E'), k) of RBDS.

In G', the set T' consists of all vertices from T plus k additional vertices z1,...,2;. The edge
set E’ consists of all edges from E plus the edges

{{za,v} |a € {1,...,k} N veEN A collv) =a}.

The proof of the correctness of this construction is immediate. See Figure 6 for an illustration.

(3) To solve CoL-RBDS in the claimed running time, we first use the reduction given in (2)
from CoL-RBDS to RBDS. The number |T”| of terminals in the constructed instance of RBDS
is |T'| + k. Next, we transform the RBDS instance (G’, k) into an instance (F,U, k) of SET
COVER where the elements in U one-to-one correspond to the vertices in 7" and the sets in F
one-to-one correspond to the vertices in N. Since SET COVER can be solved in O(2IV! - |U]| -
|F]) time [FKWWO04, Lemma 2|, statement (3) follows. O
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Figure 6: The polynomial parameter transformation from the colored version of RBDS to RBDS.

6.4 Reductions from RBDS

In this section, we use the fact that RBDS is compositional ([DLS09]) to give hardness results
for four other problems, all of which are known to be NP-complete (see [GJ90]). The possibility
of their admitting polynomial kernels is ruled out by polynomial parameter transformations

from RBDS.

6.4.1 Steiner Tree

In STEINER TREE we are given a graph a graph G = (T'U N, E) and an integer k and asked
for a vertex set N’ C N of size at most k such that G[T'U N'] is connected. The problem is
parameterized by k + |T|.

Let (G = (T UN,E),k) be an instance of RBDS. To transform it into an instance (G’ =
(T"U N, E'), k) of STEINER TREE, define 7" = T'U {u} where @ is a new vertex and let E' =
E U {{a,v;} | v; € N}. See Figure 7 for an illustration. It is easy to see that every solution for
STEINER TREE on (G, k) one-to-one corresponds to a solution for RBDS on (G, k).

6.4.2 Connected Vertex Cover
In CoNVC we are given a graph G = (V, E) and an integer k and asked for a vertex cover of

size at most k£ that induces a connected subgraph in G. The parameter for the problem is the
solution size, k.
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This is how we modify an instance of RBDS to convert it into an instance of STEINER
TREE. Notice that solution to the STEINER TREE problem on this modified problem must

dominate all the non-terminals (if it does not, then 4 is not connected to the vertex that is
not dominated).

Figure 7: The polynomial parameter transformation from RBDS to STEINER TREE.

To transform (G, k) into an instance (G” = (V" E"), k") of CoNVC, first construct the
graph G’ = (T" U N, E') as described in section 6.4.1. The graph G” is then obtained from G’
by attaching a leaf to every vertex in 7”. Now, G has a connected vertex cover of size k" =
|T'| +k = |T| + 1+ k if and only if G’ has a steiner tree containing k vertices from N if and
only if all vertices from 7" can be dominated in G by k vertices from V.

6.4.3 Capacitated Vertex Cover

In CAPVC we are asked to find a vertex cover on a graph where the vertices have capacities
associated with them, and every vertex can cover at most as many edges as its capacity. The
problem takes as input a graph G = (V, E), a capacity function cap : V — NT and an integer k,
and the task is to find a vertex cover C' and a mapping from E to C in such a way that at
most cap(v) edges are mapped to every vertex v € C. The parameter of this problem is k.

Next, we describe how to transform (G, k) into an instance (G = (V"' E"), cap, k") of

CAPVC. First, for each vertex u; € T, add a clique to G" that contains four vertices u?, u}, u?, u3.

Second, for each vertex v; € N, add a vertex v’ to G”. Finally, for each edge {u;,v;} € E

with u; € T and v; € N, add the edge {u?, 7'} to G". See Figure 8 for an illustration. The ca-

pacities of the vertices are defined as follows: For each vertex u; € T, the vertices u}, u?,u} € V"

have capacity 1 and the vertex u{ € V" has capacity deggm(u)) — 1. Each vertex v has capac-

ity deggum (v)"). Clearly, in order to cover the edges of the size-4 cliques inserted for the vertices

of T, every capacitated vertex cover for G must contain all vertices u?,u}, u?,u?. Moreover,
9 at least one

since the capacity of each vertex u? is too small to cover all edges incident to u;,
"

neighbor vj of u must be selected into every capacitated vertex cover for G””. Therefore, it is
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An illustration of the reduction from RBDS to CAPVC.

Figure 8: The polynomial parameter transformation from RBDS to CapVC.

not hard to see that G’ has a capacitated vertex cover of size k"' = 4 - |T| + k if and only if all

vertices from T’ can be dominated in G by k vertices from N.

6.4.4 Bounded Rank Set Cover

Finally, an instance of BOUNDED RANK SET COVER consists of a set family F over a universe U
where every set S € F has size at most d, and a positive integer k. The task is to find a
subfamily F' C F of size at most k such that Uge 7S = U. The problem is parameterized by

To transform (G, k) into an instance (F,U, k) of BOUNDED RANK SET COVER, add one ele-
ment e; to U for every vertex u; € T. For every vertex v; € N, add one set {e; | {u;,v;} € E}
to F. The correctness of the construction is obvious, and since |U| = |T'|, every set in F contains

at most d = |T'| elements.

Thus we have the following theorem:

Theorem 8 ([DLS09]). The problem STEINER TREE parameterized by (|T|, k), and the problems
CONNECTED VERTEX COVER and CAPACITATED VERTEX COVER, both parameterized by k,
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and the problem BOUNDED RANK SET COVER parameterized by (k,d) do not admit polynomial
kernels unless coN P C N P/poly.

6.5 Dominating Set on Degenerate Graphs

A d-degenerate graph is a graph in which every induced subgraph has a vertex of degree at most
d. Bounded degenerate graphs form one of the largest class of graphs for which the dominating
set problem is FPT (it is W[2]-hard in general graphs) and has a polynomial sized kernel. It has
a kernel of size O(k™") [PRS09]. To show that the DOMINATING SET problem in d-degenerate
graphs does not have a kernel of size poly(k,d) (unless coNP C NP/poly), we appeal to the
fact that the SMALL UNIVERSE HITTING SET is compositional (we refer the reader to [DLS09]
for details). In this problem we are given a set family F over a universe U with |U| < d together
with a positive integer k. The question is whether there exists a subset S in U of size at most k
such that every set in F has a non-empty intersection with S. It can be shown that the SMALL
UNIVERSE HITTING SET problem parameterized by the solution size k and the size d = |U| of
the universe does not have a kernel of size polynomial in (k, d) unless coN P C N P/poly:

Theorem 9 ([DLS09]). SMALL UNIVERSE HITTING SET parameterized by solution size k and
universe size |[U| = d does not have a polynomial kernel unless coN P C NP/poly. The DoMI-
NATING SET problem parameterized by the solution size k and the size ¢ of a minimum vertex
cover of the input graph does not have a polynomial kernel.

Theorem 9 has some interesting consequences. For instance, it implies that the HITTING SET
problem parameterized by solution size k and the maximum size d of any set in F does not have
a kernel of size poly(k, d) unless coN P C N P/poly. The second part of Theorem 9 implies that
the DOMINATING SET problem in graphs excluding a fixed graph H as a minor parameterized
by (k,|H|) does not have a kernel of size poly(k,|H|) unless coNP C NP/poly. This follows
from the well-known fact that every graph with a vertex cover of size ¢ excludes the complete
graph K.,o as a minor. Similarly, since every graph with a vertex cover of size ¢ is c-degenerate
it follows that the DOMINATING SET problem in d-degenerate graphs does not have a kernel of
size poly(k,d) unless coNP C N P/poly.

Theorem 10 ([DLS09]). Unless coNP C N P/poly the problems HITTING SET parameterized
by solution size k and the mazimum size d of any set in F, DOMINATING SET IN H-MINOR
FREE GRAPHS parameterized by (k,|H|), and DOMINATING SET parameterized by solution size
k and degeneracy d of the input graph do not have a polynomial kernel.

7 Further Directions and Open Problems

Compositions, and polynomial parameter transformations are by now, known established means
of showing hardness of polynomial sized kernels for parameterized problems. We outlined a
number of examples in this survey. We outline here more recent developments and further
directions.

7.1 Finer lower bounds for problems having polynomial kernels

In a recent development, Dell and van Melkebeek [DvM10] have obtained a strengthening of a
result in [FS08] and using that they are able to show concrete lower bounds on problems that do

23



admit polynomial kernels. In particular they have shown that HITTING SET does not admit a
kernel with O(k9¢) sets when parameterized by the solution size k and maximum set size d. The
other highlights of the results in [DvM10] are the establishment of non existence of kernels with
O(k?>7¢) edges for VERTEX COVER and FEEDBACK VERTEX SET, unless coNP C NP/poly.
These two problems have kernels having O(k?) edges (as described elsewhere in this article). In
fact, using appropriate reductions, they show that any /N P-hard node deletion problem based
on a graph property inherited by subgraphs has such a kernel lower bound under the same
assumptions.

See also [CEFMO09] for reductions that pay attention to the length of the composed instance.
Here the authors describe a notion of “linear OR”, where the length of the output is allowed to
be only as long as t - (max; ]wi\)O(l), where |2;| is the length of the i** input, and ¢ is the total
number of instances. This is more restrictive than the usual composition, where the length of
the output can be (>, |2;|)°Y). They show that if an N P-complete problem has a linear OR,
then it doesn’t even have what are called psuedo-kernels — kernels of the form p(k)n'~—¢ where
p is a polynomial and € is any positive constant less than 1.

7.2 Kernels for Problems Without a Polynomial Kernel

Although a parameterized problem may not necessarily admit a polynomial kernel, it may admit
many of them, with the property that the instance is in the language if and only if at least one
of the kernels corresponds to an instance that is in the language. We would like as few kernels
as possible (each one adds to the runtime of any algorithm that would use the kernels to solve
the problem in question).

Multiple polynomial kernels are quite exciting in practice — in particular, it opens up the
possibility of implementing algorithms that use parallel processing, since the kernels are inde-
pendent of each other, and this potentially makes them very useful. In fact, it is perhaps worth
studying multiple kernels in general, even when the problem admits a polynomial sized kernel.
For example, suppose a problem has k2 linear kernels, in addition to having a cubic kernel.
A fixed-parameter tractable algorithm that tries a brute force search on each of the k? linear
kernels will still have a better run time than a brute force search fixed-parameter tractable
algorithm on the cubic kernel.

To our knowledge, the only problem for which this multiple polynomial kernels approach has
been tried is the k-LEAF OUT-BRANCHING problem [FFLT09]. The authors show that the
problem is unlikely to have a polynomial sized kernel while still obtaining n kernels of size
O(k?) each.

It appears that we may obtain many polynomial kernels for a problem (Q, k) if we know of
another language @’ for which we already have a polynomial kernel, and ) can be re-stated
as the boolean OR of many instances of Q. For instance, consider k-PATH. We may fix an
arbitrary vertex v and ask for a pointed k — 1 path that begins at v. If we had a polynomial
sized kernel for pointed k-PATH, then we would have n polynomial kernels for k-path, as we
simply have to iterate over all choices of v. Unfortunately, pointed k-PATH is just as hard as
k-PATH in the polynomial kernel context [CFMO09], so this observation is not very useful.

Recall our observation that the idea of using multiple kernels may have applications that tran-
scend the “no polynomial kernels” scene. It would be nice to see explorations of many polynomial
kernels for other problems.
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7.3 The Two-Parameter Context

Consider the problem of finding a dominating set with at most k vertices. On general graphs,
the problem is well-known to be W[2]-hard when parameterized by the solution size. To “cope”
with the hardness of the problem, we would like to restrict our attention to some subclass of
graphs where we may hope to exploit a property of the subclass towards an efficient algorithm.
Consider, for instance, graphs that have “small” vertex covers. These are graphs that have
vertex cover of size ¢ (or smaller) for an arbitrary but fixed ¢. Any such ¢ cuts out a slice
from the set of all graphs — we now attempt to describe this “restriction” as a parameter that
accompanies these graphs.

Consider the problem of finding a k-sized dominating set on a graph G which has a vertex
cover of size t. We may regard both k and t as parameters to the problem. Noting that k <t
(any vertex cover is also a dominating set), our notion of a “FPT” algorithm is now something
that spends f(t) - p(n) time. Now equipped with the promise of a vertex cover of size t, do we
get anywhere? The good news is that this variant is in FPT, the FPT algorithm runs in time
0(2H|V|°M). However, it is unlikely to admit a kernel of size (k4 t)°() ([DLS09)).

Due to polynomial parameter transformations, the hardness result implies that DOMINATING
SET IN H-MINOR FREE GRAPHS parameterized by solution size k and |H| does not have a
O((k + |H|)°™M) kernel, and that DOMINATING SET parameterized by k and degeneracy d of
the input graph has no O((k + d)°M) kernel (unless coNP C NP/poly). On the positive
side, the best kernel known so far for the problem of DOMINATING SET IN GRAPHS WITH
SMALL VERTEX COVER is O(2!). We do not expect a t?(1) kernel here because of the hardness
described. The more compelling situation arises with DOMINATING SET on d-degenerate graphs,
where a k(@) kernel is known ([PRS09]). While a kernel of size polynomial in k and d has been
ruled out, what about kernels of size f(d)k?()? Can the recent techniques and/or the results
of [DvM10] be used to rule out such kernels?

Uniform Kernels. In general, for such problems with two parameters, say k and [, the size
of the kernel may be a function of any one of the following kinds:

- f(k,1): An arbitrary function of k and [ alone.

(
(
(
(

k) ®: A polynomial in k with an arbitrary function of [ in the exponent.

)
)
)

1
s

- p(k) - f(I): A polynomial in k& with the arbitrary function of  as a multiplicative factor?.

- p(k)p(l): Polynomial in both parameters

Note that, as usual, the “arbitrary” function refers to a computable one.

It seems a bit of a trend among FPT problems with two parameters — the “purely polynomial”
kernels are shown to be unlikely, and it is trivial to note that the f(k,!)-sized kernels exist
(for problems in FPT with one parameter, we had an argument establishing that this implies a
kernel — this is easily generalized to accommodate for more parameters). Typically, a p(k)f®)
kernel exists, and the crucial question is unanswered — may we have a kernel whose size is a
polynomial in one of the parameters, with an arbitrary function of the other occurring only as

2This should remind us of the difference between X P and FPT!
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a multiplicative factor? Unfortunately, we do not know of a “lower bound scheme” that will
rule out such a possibility, and this is an important question.

An example that emphasizes this dilemma is the so-called “SMALL UNIVERSE HITTING SET”
problem, which is the familiar Hitting Set problem except that the universe size is also a
parameter:

SMALL UNIVERSE HITTING SET

Input: A set family F over a universe U with |U| = d,
and a positive integer k.
Question: Is there a subset H C U of size at most k such that for every set
SeF,HNS # ¢?
Parameter(s): k, d

The best algorithm known has a runtime of O(2%(|F| + |U|)°™M), and the best known kernel is
of size O(2%) — no O((k 4+ d)°®M) kernel is expected ([DLS09]).

The p(k) - f(I)-sized kernels have even acquired a name by now — they are called uniformly
polynomial kernels, and we emphasize that a lower bound framework for ruling out such kernels
would be intriguing — and useful.

Open Problem 1. In problems that involve two parameters, say k and l, establish new methods,
or use existing ones, to show that no kernels of the form f(k)-p(l) exist. Specific problems where
the question may be posed are DOMINATING SET on d-degenerate graphs, and SMALL UNIVERSE
HiTTING SET.

7.4 Turing Kernelization

In [FFL109] it is shown that k-LEAF OUT-BRANCHING admits n independent kernels of size
O(Kk3). Tt was not a kernel in the usual “many to one” sense, though it was kernel in the “one
to many” sense. We can generalize the notion of many to one kernels to capture the kind of
kernels we saw in Section 7.2 for k-LEAF OUT-BRANCHING. This brings us to the notion of
Turing kernelization. In order to define this we first define the notion of t-oracle.

Definition 8 ([FFLT09]). A t-oracle for a parameterized problem II is an oracle that takes as
input (I, k) with |I| <t, k <t and decides whether (I, k) € II in O(¢) time.

Definition 9 ([FFL09]). A parameterized problem II is said to have g(k)-sized Turing kernel
if there is an algorithm which given an input (I, k) together with a g(k)-oracle for II decides
whether (I, k) € IT in time polynomial in |I| and k.

Observe that the well known notion of kernel or many to one kernel is a special case of Turing
kernelization. In particular, many to one kernels are equivalent to Turing kernels where the
kernelization algorithm is only allowed to make one oracle call and must return the same answer
as the oracle.

Open Problem 2 ([FFL109]). Is there a framework to rule out the possibility of having poly-
nomially many Turing kernels similar to the framework developed in [BDFH09, FS08]?

Dell and van Melkebeek [DvM10] have shown that k-LEAF OUT-BRANCHING is unlikely to
have, for any € > 0, n'~¢ independent kernels, each of size polynomial in k.
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Open Problem 3 ([FFLT09]). Which other problems admit a Turing kernelization like the
quadratic kernels for k-LEAF OUT-BRANCHING and k-LEAF OUT-TREE? Does the problem of
finding a path of length at most k admit a Turing kernel (even on planar graphs)?

Open Problem 4 ([FFLT09]). Does there exist a problem for which we do not have a linear
many-to-one kernel, but does have linear kernels from the viewpoint of Turing kernelization?

7.5 Specific Problems

There are many problems for which polynomial kernels are not known, and a hardness result
has not been established either. Given a graph G and a positive integer k, the ECC problem
asks for k cliques that cover all edges of GG, and the OCT problem asks for k vertices whose
deletion makes the graph bipartite. Given a directed graph G, the DFVS problem asks for a
FVS of size at most k. In all cases, the parameter of the problem is k.

Open Problem 5. Does ECC admit a polynomial kernel?
Open Problem 6. Does OCT admit a polynomial kernel?

Open Problem 7. Does DFVS admit a polynomial kernel?

7.6 Unconditional Lower Bounds

The other obvious set of questions to ask is whether some of these lower bound theorems can be
improved to unconditional statements. A less ambitious goal would be to attempt proving the
same results under some “well-believed” conjectures of parameterized complexity, for instance,
FPT # WI[P]. It is known that there exists a FPT language that indeed does not admit a
polynomial kernel, unconditionally:

Theorem 11. ([BDFH09]) There is an FPT langauge L C X x NT solvable in O(2%n) time,
n = |z| + k, with no kernelization of size g(k) = 2°0F).

7.7 An AND Conjecture?

Much of our focus has been on composition algorithms that perform some kind of a boolean “or”
on their inputs. Their counterparts are algorithms that similarly perform an “and” of the inputs,
however, the existence of such algorithms for N P-complete problems is not known to cause any
unlikely collapse yet, and is therefore not useful for proving lower bounds. It is an interesting
open problem to pursue the implications of the existence of “and” compositions for classical
and parameterized languages. These kind of and-based-compositions exist for graph layout
problems like TREEWIDTH, PATHWIDTH, CUTWIDTH and other problems like INDEPENDENT
SET, DOMINATING SET when parameterized by the treewidth of the input graph. For further
discussion, see [BDFHO09].

7.8 Recent Developments in Upper Bounds

In this article we only talked about lower bound results, but lately there has been an explosion of
research in proving upper bounds on kernel sizes for several problems. The most significant ones
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include meta theorems for kernelization [BFLT09, FLST10, Kra09], use of probabilistic tools
and Fourier analysis [AGKT10, GKSY10, GKMY10, GvIMY10] and non-trivial applications of
combinatorial min-max results [FGMNO09, FGST09, L.S09, Tho09].

7.9 Concluding Remarks

The notion of kernelization is popular in practice — in many cases, it can be thought of as a
precise way of stating all the heuristic-based preprocessing steps that have been popular and
effective for a long time. In theory, the notion is important for more than one reason — there is
an increasingly popular feeling that kernelization is the way of understanding fixed-parameter
tractability. The theorem that establishes the equivalence of these notions is more than a
syntactic equality — it encodes an entire philosophy, and immediately puts on offer a possible
“right way” of viewing FPT. Given that FPT is the most fundamental class of parameterized
problems, the fact that we finally have a few lower bounds for placing problems in different
places within this class is a great source of excitement, and a non-trivial hope for a deeper
understanding of problem complexity.
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