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In the last lecture, we designed heaps that can perform following operations:

1. Insert $(a)$ : Insert an integer $a$ in the data-structure
2. Delete-Min() : Deletes the minimum integer from the current data-structure.

If we know that the total number of inserts in the heap is $n$, then arrays becomes the choice of implementation. Arrays have an added advantage over the pointer based implementation of lists. Let $A[1 \ldots n]$ be the array which will store the array. Since the array is of size $n$, we will never be out of space for insertions. In addition, we will have a counter $\operatorname{count} A$ which stores the number of elements in the array. We use the following arithmetic to represent the parent-child relationship:

1. If an elements is stored in $A[i]$, then its left and right child are stored in $A[2 i]$ and $A[2 i+1]$ respectively.
2. Similarly, the parent of an element stored in $A[i](i \neq 1)$ is $A[i / 2]$.

An array and it implicit heap representation is shown in the figure below.


Figure 1: An array and its heap representation

The algorithm for inserting an element is same as in the pointer representation. However, there are several simplifications. To find the temporary position of this newly added element, we just increment the counter count $A$ and add this element at the last position in the array. After that the procedure is same as it counter-part in the pointer implementation, with the difference that we can move to parent of an element just using arithmetic manipulation in the array based implementation.

The pseudo code for the algorithm is given in Figure 2.

(b) Shift-Up $(i)$

Figure 2: Inserting a node in the heap
Similarly, the algorithm for deleting the minimum is also same, with the difference that we can find the last node in the array in $O(1)$ time by using the counter count $A$.


Figure 3: Deletion from the heap

